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Abstract
Efficient and seamless human–robot collaboration relies on carefully-designed user interfaces to relieve the users from heavy 
mental stress and burden. Current marker-based intuitive interfaces suffer from reduced reliability in a noisy environment, 
non-scalable wireless connections, and fixed form factors with limited data capacity, which limit the efficiency of real-world 
applications where frequent and seamless target switching is required. We propose RetroFlex, a flexible retroreflective com-
munication system that enables fluent and intuitive human–robot collaboration. RetroFlex integrates robots with a flexible 
tag (FlexTag) and leverages visible light backscatter communication to exploit the intrinsic user spatial context to retain 
the intuitiveness in the interaction process. The users can interact with multiple target robots in a point-and-control man-
ner, which significantly lowers the workload and improves the overall experience. Our evaluation reveals that RetroFlex is 
able to support room-scale tasks with commodity smartphones with a bit rate of 60 bps at a distance up to 2.5 m and a view 
angle up to 70◦ while being robust to different environmental noises. A usability study with 12 users and two real-life tasks 
demonstrates that our system offers a fluent and satisfying multi-target control experience.

Keywords  Intuitive interfaces · Human–robot collaboration · Flexible tags · Visible light backscatter communication

1  Introduction

Human–robot collaboration is widely adopted in industrial 
production (Villani et al. 2017), scientific research (Islam 
et al. 2019) and filming (Brantner and Khatib 2021), which 
combines the advantages of robots (i.e., high accuracy, 
speed, and repeatability) and the flexibility of human work-
ers (i.e., being able to handle unforeseen events and dynami-
cally adjusting the operations). The key enabler of a natural 
human–robot interaction is an intuitive user interface that 
blurs the boundary between the user and the target machine, 
helping the user to concentrate on his tasks and goals instead 
of frequently getting distracted to handle the extra workload 
caused by target switching and command inputting. In recent 
years the rapid progression in these technologies has brought 
a plethora of more efficient and intuitive interaction schemes 
such as gestures (Yang et al. 2007; Van den Bergh et al. 
2011; Qin et al. 2021), speech (Grasse et al. 2021; Bonarini 
2020), and augmented/virtual reality (Walker et al. 2018; 
Hedayati et al. 2018; Quintero et al. 2018) that break through 
the bottleneck of traditional methods such as handheld ter-
minals and mechanical controllers.
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As of today, this collaboration scheme has been polished 
well enough to a simple two-step manner: communica-
tion after identification. The target is first identified by an 
onboard barcode marker, then the control commands are 
selectively transmitted in Wi-Fi, Bluetooth, or other radio-
frequency (RF) wireless channels to the target robots as 
per the target identity. Although this capability of quickly 
identifying the target and sharing data ensures the two-step 
method has a fluent interaction experience, it does not scale 
to collaboration tasks with multiple robots. The reasons 
are two-fold: First, current barcode markers only offer a 
static identity in the form of a short text string, necessitat-
ing pre-established network connections to deliver control 
commands with more dynamic data. However, this kind of 
connection has limited efficiency in more ad-hoc and oppor-
tunistic collaborations scenarios where the user needs to fre-
quently switch between multiple targets. Second, as current 
QR code-like markers are originally used as planar fiducials 
for localization purposes instead of communication, they 
tend to have large and rigid form factors, which limits their 
ability to adapt to irregular and often curved robot surfaces 
to serve collaboration scenarios. The main drawback of these 
RF methods is that they fail to explore the intrinsic spatial 
context of the user (i.e., location and orientation) to shrink 
the scope of interest and speed up target selection, and thus 
inevitably fall into a two-step manner that significantly limits 
the overall interaction efficiency.

We propose RetroFlex, the first flexible retroreflective 
communication system targeted at intuitive and efficient 
human–robot collaboration. RetroFlex tackles the afore-
mentioned challenges with two novel designs: (1) a flex-
ible retroreflective tag for visible light backscatter com-
munication (VLBC) that can directionally deliver highly 
dynamic data with the Polymer Dispersed Liquid Crystal 
(PDLC) technology. The thin and flexible PDLC film is 
able to deliver data without a pre-established connection but 
totally in the optical channel by changing between opaque 
and transparent states according to the applied voltage, while 
being able to stick to non-planar surfaces due to a flexible 
form factor; (2) a multi-pixel vision-based software pipeline 
that exploits the optical characteristics of PDLC to achieve 
robust tracking and connection-free communication. The 
slow response time of the PDLC (several milliseconds), the 
unpredictable deformation of the tag, and the commonly 
noisy optical environment pose challenges to successfully 
decoding the information. We design a pixelated spatial 
encoding scheme and a vision-based deformation-resilient 
software pipeline for robust decoding, which also merges 
identification and communication steps into one step to 
achieve a quick target switching ability for minimizing the 
user’s workload.

In essence, RetroFlex uses a LED-enabled reader 
device to realize bi-directional communication with robots 

integrated with a flexible tag. The goal of RetroFlex is to 
boost the efficiency of multi-target human–robot collabora-
tion scenarios. For example, for underwater research or film-
ing missions that require real-time robot parameter updating 
for vehicle maneuvering (Enan et al. 2022) or teleopera-
tions (Almeida et al. 2017), traditional methods require the 
divers to use hand gestures combined with visual barcode 
tags (Islam et al. 2018) to alter the robot parameters. How-
ever, in a multi-target collaboration scenario, the onboard 
cameras of other robots will also capture the gestures and 
thus get confused about the real target. With RetroFlex, 
however, the divers are able to directly employ the VLBC 
data link to communicate with the FlexTags integrated onto 
the surface of target robots. This optical link has the merit 
of line-of-sight (LOS) transmitting, which means the signal 
only travels in a manner consistent with the user’s atten-
tion area and thus removes the target ambiguity. Besides, 
switching between multiple targets is no longer cumber-
some. The diver only needs to point his reader (e.g., search-
lights or hand-held controllers) to the target and complete 
the subsequent actions, and casually point to another one 
when needed. This point-and-control scheme brings a more 
fluent, intuitive, and efficient interaction experience. The 
advantages of RetroFlex compared with other methods are 
summarized in Table 1.

We built a prototype system using off-the-shelf and low-
cost components. We conducted a comprehensive evaluation 
study of the system performance under different conditions 
(i.e., view distance, view angle, flashlight frequency, light-
ing condition). The results show that our tag offers reliable 
bidirectional connectivity with a bit rate of 60 bps at a com-
munication distance up to 2.5 m and a view angle of 70◦ 
under different indoor ambient lighting conditions, which 
is sufficient for common room-scale collaboration tasks. 
We also conducted a usability study mimicking real-world 
human–robot collaboration scenarios with 12 participants 
to demonstrate the application scenarios and evaluate the 
usability of our system, which shows that our system offers 
a fluent collaboration experience.

Table 1   The advantages of RetroFlex in human–robot collaboration 
tasks compared with other methods

Bold column is for stressing the advantages of the proposed Retro-
Flex system. Non-bold parts belong to traditional methods

Method Bluetooth/
WiFi

RFID Visual marker RetroFlex

Range 10 m, 360◦ 10 m, 360◦  3 m, 80◦ 2.5 m, 70◦

LOS ✗ ✗ ✓ ✓
Form factor Rigid Rigid Rigid Flexible
Scalability Low Low Mid High
Efficiency Low Low Mid High
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To summarize, the contributions of our paper are as 
follows:

•	 We present RetroFlex, the first PDLC-based flexible ret-
roreflective communication system that can be integrated 
with irregular robot surfaces to readily offer an instant 
target selection and interaction ability for improving the 
fluency and efficiency of human–robot collaboration 
tasks.

•	 We propose a robust and efficient software pipeline that 
exploits the optical characteristics of PDLC to achieve 
robust tracking and communication against challenging 
environments such as ambient light noise, glare, and tag 
deformation.

•	 We evaluate the proposed method with a comprehensive 
system evaluation and a usability study mimicking real-
world human–robot collaboration scenarios, which shows 
that RetroFlex is able to serve room-scale tasks for col-
laboration with a seamless interaction experience.

2 � System design

As shown in Fig. 1, our design goal is to enable robust 
bidirectional optical communication between a reader 
(ViReader), and our flexible PDLC-based tag (FlexTag). The 
optical channel formed by these two components leverages 
the line-of-sight (LOS) property of light beams to instantly 
shrink the scope of candidate targets into those in the field-
of-view (FoV), while a pure connection-free data link is also 
established to bidirectionally deliver dynamic data without 
the overhead of establishing connections. In this way, both 
the target selection and the interaction process that features 
frequent target-switching can be accelerated. The basic 
workflow of bidirectional communication is as follows:

1.	 Downlink: The ViReader first transmits a message by 
blinking the onboard LEDs. After that, the photosensor 

on the FlexTag captures and decodes the received optical 
signal.

2.	 Uplink: The ViReader keeps the light on to provide car-
rier beams, which are then backscattered by the retro-
reflector. Meanwhile, the FlexTag encodes the returned 
data into backscattered light by manipulating the trans-
mittance of the PDLC films to create bright and dark 
patterns. The modulated backscattered light is then cap-
tured by the camera at the ViReader, and fed into the 
software pipeline for information extraction.

The whole system can be separated into two self-con-
tained functional blocks, namely the hardware suite and the 
software pipeline. These two components work in concert 
with each other to realize intuitive human–robot interaction. 
In the rest parts of this section, we will elaborate on the two 
components respectively.

2.1 � FlexTag hardware design

FlexTag, as shown in Fig. 2, is a fully-functional transceiver 
specially designed with both a transmitting unit and a receiv-
ing unit, upon which a modulation scheme is applied to real-
ize bidirectional retroreflective communication. We now 
describe each of these building blocks.

2.1.1 � Receiving unit

The main function of receiving hardware is to extract and 
process the downlink information from the incident light. 
During downlink, the ViReader encodes the packet using 
Manchester code and sends it by blinking the LED on it. 
At the beginning of the downlink packet, we add some pre-
amble to help the tag to identify the downlink packet. In 
FlexTag, we deploy the photo-diode (BPW34) as the pho-
tosensor to convert the incident light signal to the photo-
current. Then a trans-impedance amplifier is deployed to 
convert the photocurrent into a photovoltage, followed by 

Fig. 1   Two example scenarios 
of RetroFlex. Left: Users use 
mobile readers to share data 
with robots in a point-and-
control manner. Right: The 
users equip the flexible FlexTag 
on their clothes and perform 
gesture-based teleoperation
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a 2-order Sallen-Key low-pass filter with a 200 Hz cut-off 
frequency to filter out high-frequency noise. Finally, a com-
parator (TLV7031) converts the analog signal into a digital 
signal and feeds it into the MCU for decoding.

2.1.2 � Transmitting unit

In the PDLC array, we deploy several PDLC films on one 
layer of retro-reflector to improve link throughput propor-
tionally. We denote each PDLC film with the retro-reflector 
below as one PDLC pixel. Then we introduce the driving 
circuits to generate the driving voltage for each PDLC film 

in the array. Firstly, MCU (STM32F401) generates an uplink 
packet and outputs the data using the SPI interface. Then we 
use the serial conversion parallel chip (SN74LV595APWR) 
to convert the SPI serial signal into 4 parallel signals for 4 
PDLC films. Since the typical drive voltage for one PDLC 
film is greater than 10 V, we design a DC-DC boost cir-
cuit (TPS61085PWR) to produce an 18 V voltage source. 
Finally, 4 high-voltage comparators (TLV1805DBVR) con-
vert our signal from a serial-parallel conversion circuit from 
3 V into 18 V to drive the PDLC film.

Fig. 2   Diagram of FlexTag

Fig. 3   Working mechanism and 
characteristics of the PDLC 
modulator

(a) The anatomy of a PDLC modulator. Left: When voltage is applied, The liquid
crystal molecules remain in order and allow the light beams to pass through,
which are then reflected by the retroreflector layer. Right: When no voltage is
applied, The liquid crystal molecules become out of order and block the light
beams.

(b) The four stages of light transmittance change of a charged PDLC film.
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2.1.3 � PDLC modulation scheme

As shown in Fig. 3a, PDLC (polymer dispersed liquid crys-
tal) is a flexible film-like material, whose light transmittance 
changes with the voltage applied. The center of PDLC film 
is a layer of polymer substrate whose interspace is filled 
with liquid crystal molecules. The polymer layer is sand-
wiched by 2 layers of conductive films, which are sheet-like 
polyester films coated with indium tin oxide (ITO) conduc-
tive layer for generating an electric field in the center layer 
and controlling the liquid crystal molecules. The outermost 
layer is the transparent polyethylene terephthalate (PET) 
layer for insulation. When voltage is applied to the PDLC 
film, more precisely the two conductive ITO layers, both the 
liquid crystal molecules and their optical axis will be neatly 
arranged along the direction of the electric field. In this way, 
the passing light beams are hardly scattered, which leads 
to a high light transmittance and manifests a transparent 
appearance. On the other hand, when no voltage is applied, 
the liquid crystal molecules lose order and are randomly 
scattered inside the polymer. The light beams are thus eas-
ily blocked and scattered along random directions without 
passing through the film, which brings a lower transmittance 
and turns the film opaque. We leveraged these characteris-
tics of the PDLC film to achieve a novel retroreflector-based 
modulation scheme. Combing the transmittance control of 
the PDLC film and the retroreflector, the brightness of a 
pixel can be manipulated. We put a layer of retro-reflector 
under the PDLC film. When the voltage is applied, most of 
the light can pass the PDLC film and retroreflected by the 
retro-reflector, which makes this PDLC pixel brighter. When 
the voltage is off, most of the incident light is scattered by 
the PDLC, which makes this PDLC pixel darker. We now 
obtain an analog representation of two logical values with 
the change of brightness.

To embed data bits into these pixels, the most straight-
forward way is to use high voltage to represent bit 1 and low 
voltage for bit 0. However, we find a unique characteristic 
of the PDLC material. Like other LC devices, PDLC mate-
rial has a charging time and discharging time, indicating the 
time of LC molecules from disorder to order and the time 

of LC from order to disorder. In order to explore the optical 
properties (light transmittance) of flexible PDLC film during 
charge and discharge, a simple pre-experiment was carried 
out on a single PDLC pixel.

The results reflect the change of transmittance with 
respect to the applied voltage, which is shown in Fig. 3b 
and summarized into four stages in Table 2. When the 
voltage is applied to the PDLC, rather than in a linearly 
increasing trend, the change of PDLC light transmit-
tance is non-linear and has a special leakage stage. In this 
stage, even if the voltage persists, the transmittance still 
decreases. This indicates that if we simply use high volt-
age to represent bit 1, the transmittance drop and the cor-
responding brightness drop will confuse with that of bit 
0. To tackle the leakage effect, we employ digital pulse 
modulation. A pulse with a certain duty cycle is trans-
mitted for bit 1 and remains low voltage for bit 0. So, 
on the demodulation side, we can judge the bit 0 and 1 
by detecting the brightness peak of PDLC pixels. Also, 
to achieve clock synchronization, for each transmission a 
pre-designed preamble is sent to the decoder to determine 
the inter-symbol duration and thus windowing the overall 
signal into separate symbols.

We design the prototype FlexTag as per the rationales 
above. In consideration of the tag size and throughput 
demand, we build a 4 × 1 PDLC array with the entire size 
of 10 cm × 4 cm so that it can be easily integrated onto 
irregular surfaces. The implementation of the FlexTag is 
shown in Fig. 4.

2.2 � Noise‑resilient software pipeline

The FlexTag and its components work in concert with 
a software pipeline to achieve a bidirectional commu-
nication resilient to ambient noise and tag deforma-
tion. To achieve this, there are three design challenges 
for the pipeline: (a) how to robustly detect and decode 
the tag in a complex background with various ambi-
ent light sources. (b) how to counter and eliminate the 
deformation of the flexible tags and robustly restore the 

Table 2   Four transmittance changing stages from the results of the pre-experiment

Stage Description

Cut-off stage At first, when no voltage is applied, the PDLC film is in the original state, the internal liquid crystal molecules are in a 
disordered state, and the transmittance is minimal

Charging stage When voltage is applied, due to the effect of the electric field, the liquid crystal molecules begin to align up along the direc-
tion of the electric field, and the transmittance rises rapidly until reaching the peak

Leakage stage After the transmittance reaches the maximum, even if the voltage still persists, the ever-weakening electric field gradually 
fails to tame the liquid crystal molecules and entails a reducing transmittance

Discharging stage When the voltage is removed, the liquid crystal molecule accelerates back into disorder, and the speed of the light transmit-
tance drop also begins to accelerate
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embedded data. (c) how to deal with the limited dynamic 
range of brightness of the PDLC pixels due to variations 
in spatial pose and ambient light conditions. We tackle 
these challenges with a two-phase algorithm includ-
ing a detection phase and a decoding phase, which is 
described in detail below.

2.2.1 � Detection phase

As shown in Fig. 5b, We begin with an adaptive threshold-
ing algorithm to binarize the raw image and segment the 
tag, as the adaptive thresholding can accommodate changing 
lighting conditions in the image. Then all the contours are 
extracted from the thresholded image as shown in Fig. 5c. 
After that, we apply the Douglas-Peucker approximation 
algorithm (Douglas and Peucker 1973) to fit the extracted 

complex contours to the simple contours with fewer points. 
In this way, the effect of contour bending can be reduced. At 
last, we filter out contours that are not in an ideal rectangular 
shape or have an inappropriate size as shown in Fig. 5d. We 
finally acquire all the anchoring points on the deformed tag.

After the tag candidate detection, it is necessary to deter-
mine if they are the real FlexTag by analyzing their inner 
pattern. This step starts by extracting the inner pattern of 
each marker. To do so, a perspective transformation is first 
applied to unwrap the deformed image in Fig. 5e. Then, 
we extract the inner contours of this candidate and apply 
a similar filtering strategy that rules out mid-sized or mis-
shaped pixels by the following criteria: (1) the number of 
valid inner contours equals the number of PDLC pixels in 
the tag; (2) the sizes of the inner contours are appropriate; 

Fig. 4   The implementation of the FlexTag. a The flexible array has a small driver board about the size of a quarter coin. b The FlexTag can be 
easily bent to fit irregular surfaces. c, d The FlexTag can be integrated into normal clothes

Fig. 5   The detection and data 
extraction process
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(3) the relative positions of the inner contours are consistent 
with the PDLC array in the tag.

2.2.2 � Decoding phase

After detecting, we acquire the spatial position of each 
PDLC pixel and record the average brightness change 
over time. As we mentioned before, since each PDLC 
pixel has a different spatial location and different ambi-
ent light conditions, the brightness variation range of 
each PDLC pixel is different, which will greatly affect 
the accuracy of our decoding. So, we need to normalize 
the brightness of each PDLC pixel. Our method is to add 
a preamble with a few bits to the beginning of the data 
packet for each PDLC pixel. Since the preamble sequence 
is already known, we use the preamble waveform template 
to match the received brightness change signal by calcu-
lating their correlation during uplink transmission. In this 
way, we can find the preamble bits in the brightness curve 
and determine the beginning of the uplink data packet. 
Through the preamble, we can also determine the inter-
symbol interval and enhance complete clock synchroniza-
tion. After that, we measure the maximum brightness and 
minimum brightness of these preambles and use them to 
normalize the brightness curve of the coming data pack-
ets. Finally, we use the peak searching algorithm to find 
out valid peaks in the brightness curve. A time slot is 
considered as a bit 1 if there is a peak detected.

3 � System evaluation

We conducted a system evaluation to evaluate the perfor-
mance of RetroFlex under various scenarios.

3.1 � Evaluation setup

We use Huawei P30 Pro as our ViReader throughout the 
experiments. The frame rate and resolution of the camera are 
60 fps and 720p. The FlexTag was placed vertically in front 
of a complex background, and the smartphone was mounted 
on a tripod facing the tag. We evaluated the downlink and 
uplink performance under different conditions regarding the 
distance, angle, light condition, and data rate. There are three 
light conditions in the experiments, which are (1) next to a 
window with direct sunlight (referred to as day light, 1000 
lux), (2) in a typical office with artificial lighting (referred 
to as office light, 400 lux), and (3) in a room with minor 
natural light (referred to the as dark chamber, 100 lux). We 
used the flashlight to send a randomly generated downlink 
packet (8-bit preamble and 128-bit payload) to the tag and 
drove the PDLC array to send a randomly generated uplink 
packet (8-bit preamble and 128-bit payload) to the camera. 

Each downlink and uplink transmission is repeated for 10 
rounds. For the evaluation metric, we adopted the mean Bit 
Error Rate (BER) for both downlink and uplink. The BER 
can be calculated as follows:

where, m = Total number of rounds; N
s
(i) = Number of bits 

successfully received and decoded in the i th round; N
t
(i) = 

Number of bits transmitted in the i th round.

3.2 � Uplink evaluation

3.2.1 � Data rate

The first experiment is the effect of data rate at different dis-
tances. In this experiment, our experimental light condition 
is under office lighting, and the communication angle is kept 
at 0 ◦ . Then we change the driving pulse frequencies of the 
PDLC to 7.5 Hz, 10 Hz, and 15 Hz respectively. Because 
our PDLC array has 4 pixels, the corresponding uplink data 
rates are 30 bps, 40 bps, and 60 bps. Then we send the uplink 
packet at 5 different distances for each data rate and calculate 
their average BER as shown in Fig. 6a. When can see that if 
a criterion of 10−1 is selected, RetroFlex can communicate 
at a distance up to 2.5 m. A lower data rate brings a minor 
improvement to the overall bit error rate.

3.2.2 � Communication angle

The second experiment mainly explores the effect of the 
communication angle between the PDLC reader and the 
PDLC tag on the uplink performance. In this experiment, 
the light condition is under office lighting, and the com-
munication distance is kept at 1 m with a 40 bps data rate. 
We can see that when the angle is less than 35◦ , the bit error 
rate is lower than 1% . As shown in Fig. 6b, when the com-
munication angle exceeds 35◦ , the bit error rate increases, 
resulting in lower downlink reliability. Therefore, the angle 
range in which our uplink link can work stably is around 35◦.

3.2.3 � Light condition

In the third experiment, we mainly measure the influence of 
ambient light conditions on our uplink performance. In the 
experiment, we maintain the uplink data rate of 40 bps and 
the communication angle at 0 ◦ . We tested the uplink at 6 dif-
ferent distances. As shown in Fig. 6c, we measured that our 
stable communication distance is about 2.3 m near the sunny 
window, 2.2 m under the artificial light source (fluorescent 
lamp), and 2.5 m under the darkroom. The result shows that 

(1)Mean(BER) =
1

m

m
∑

i=1

N
s
(i)

N
t
(i)
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the working distance of the system is sufficient for normal 
room-scale collaboration tasks.

3.3 � Downlink evaluation

3.3.1 � Blink frequency

The first experiment explores the influence of downlink 
data rate (blink frequency of flashlight in smartphone) and 
communication distance on downlink performance. In this 
experiment, our experimental light condition is under office 
light, and the communication angle is kept at 0 ◦ . Then we 
change the flashing frequency to 30 Hz 60 Hz, and 90 Hz. 
For each data rate, we tested 10 different communication 
distances. As shown in Fig. 6d, we can see that the bit error 
rate increases gradually with the increase of distance. At 
the same distance, the higher the transmission rate leads to 
the higher the bit error rate. Specifically, the stable working 
distance is about 3.0 m for 30 Hz downlink, 2.5 m for 60 Hz 
downlink, and 2.0 m for the 90 Hz downlink.

3.3.2 � Communication angle

The second experiment mainly explores the impact of the 
incident angle on the bit error rate. In this experiment, the 
light condition is under office light, and the communication 
distance is kept at 1 m with a 60 Hz flashlight frequency. As 
we can see, when the angle is less than 50◦ , the bit error rate 
is lower than 1%. As shown in Fig. 6e, when the communi-
cation angle is more than 50◦ , the bit error rate increases, 
resulting in low downlink reliability. Therefore, the angle 

range in which our downlink can work stably is less than 
50◦.

3.3.3 � Light condition

The third experiment mainly explores the influence of dif-
ferent ambient light conditions on downlink communication 
performance. Then we keep our incident angle at 0 ◦ and 
the flashlight frequency is 60 Hz. Under each light condi-
tion, we tested the downlink at 10 different distances. The 
experimental results in Fig. 6f show that the stronger the 
ambient light intensity, the greater the noise interference 
and the greater the bit error rate. The stable communication 
distance is about 2.0 m in a room with sunlight, about 3 m 
in a room with an indoor artificial light source, and about 4 
m in a dark room.

4 � Usability study

While the system evaluation focuses on exploring commu-
nication performance, we also conducted a user study to 
evaluate its usability in real-life scenarios.

4.1 � Study design

We designed two tasks for the study, each targeting an oper-
ating mode as in Fig. 1. Task 1 focuses on RetroFlex ’s 
usability for multi-target interaction. Task 2 evaluated the 
performance and user feedback for a typical robot teleopera-
tion system.
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4.1.1 � Task 1: directional interaction

The task emulates an interaction scenario where the user 
wants to send commands to the FlexTag on the robot while 
retrieving feedback to proceed. The goal is to evaluate the 
user experience when using RetroFlex in a multi-robot 
interaction scenario that requires frequent target switching. 
As shown in Fig. 7a, it includes two steps: downlink (send a 
request to the tag) and uplink (read identity from the tag). In 
the first step, the user needs to point the phone to one of the 
target robots and click the request button to send the request 
with the user name. In the second step, the tag sends the 
robot identity and the newly received user name back to the 
smartphone. Once this procedure is done, the user is authen-
ticated by the robot and the Android app will display a vir-
tual control menu overlayed to the tag as shown in Fig. 7b. 
The user needs to acquire all three robots’ control menus 
and send one control command to each of them as fast as 
possible. We record and calculate the total interaction time 
as well as the communication bit error rate as the metrics.

4.1.2 � Task 2: gesture‑based teleoperation

In addition to the typical communication function as evalu-
ated in task 1, we also explore the feasibility of using Ret-
roFlex for gesture-based teleoperation. Users sit under 
the bulb and camera (around 2 m above users’ arm) emu-
lating a robot and put the sleeve integrated with FlexTag 
(see Fig. 7c) under the light for authentication. If the ID of 
FlexTag in the sleeve is valid (i.e., the user is an authenti-
cated user), the smart bulb would flash for half a second. 
Then users can wave their hand to control the robot (Fig. 7d), 
which takes the form of changing the brightness of this light 
per the waving direction. We use the total success rate of 
identification and the interaction time as the metrics.

4.2 � Setup and procedure

The setup of task 1 is the same as in the system evaluation. 
In task 2, we integrated an infrared camera with a drop light 
bulb as a simple prototype of RetroFlex-enabled robots, 
which are controlled by commands sent from a laptop. We 
recruited 12 participants (4 females, 8 males) from the local 
community, aged between 20 and 28. Participants are not 
experienced in intuitive robot interfaces and human–robot 
collaboration. Participants first got themselves familiarized 
with the system. Then, they started the study with Task 1, 
followed by Task 2. At the end of the study, participants 
completed a NASA-TLX and went through a brief inter-
view about their user experience and subjective feedback. 
Each participant was compensated with a $15 gift card for 
their time. Upon finishing both 2 tasks, users complete a 
questionnaire with a Task Load Index (NASA-TLX) on a 
7-point Likert scale.

4.3 � Result

4.3.1 � Communication performance

Table 3 summarizes the results of the two tasks. In task 
1, the bit error rate for the downlink was 0.0 (0/2660 bits) 
and the bit error rate for the uplink was 0.3% (8/2400 bits). 
In addition, the identification failure times for the correct 
ID was only 2/60 and all the wrong IDs were successfully 
rejected by our RetroFlex. These results demonstrated the 
good performance and high robustness of RetroFlex for 
both visible light spectrum and infrared spectrum even in 
the user study.

We also measured the data exchange time of uplink, 
downlink, and identification. For the downlink (240 bits 
including the preamble), RetroFlex took 4.87 ± 0.22 s. 

Fig. 7   Two usability study tasks. a, b Directional interaction with multiple robots. c, d Gesture-based teleoperation with integrated FlexTags
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As for the uplink (220 bits including the preamble), it took 
6.07 ± 0.50 s. As for the identification (ID length is 168 
bits including the preamble), RetroFlex took 5.88 ± 0.38 
s. Our analysis revealed that the bottleneck of the time was 
the low bit rate. Take the uplink as an example, the data 
transmission took 220 bits/40 bps = 5.50 s, while the CV-
based demodulation and AR interface render latency took 
only 0.57 s. Therefore, to further lower the time consump-
tion and improve the user experience, we need to improve 
the data rate for both uplink and downlink. We discuss some 
potential methods in Sect. 5.3.

4.3.2 � NASA‑TLX result

Overall, users reported that RetroFlex required a small 
mental (median = 1.58) and physical load (median = 2.99) 
when completing the tasks (see Fig. 8). Moreover, users 
agreed that they had good performance (median = 6.00), 
with little effort (median = 2.49) or frustration (median 
= 2.0). Our result suggests that RetroFlex offers a fluent 
human–robot collaboration with low mental and physical 
load.

4.3.3 � Subjective feedback

P9 mentioned that “removing the wireless connection for 
interaction is a great idea as it is difficult to manage the net-
work of many robots, while a VLBC method like RetroFlex 
is really fluid and seamless when switching between them.” 

P4 and P7 stated that the flexible tag in RetroFlex was very 
interesting and visually attractive when integrated with the 
robot surfaces. Participants have mixed feelings about using 
the flashlight as the downlink source. P6 mentioned that 
“leveraging the flashlight minimizes the users’ effort to use 
the system, as no additional hardware is needed.” P2 and P11 
mentioned that the flashlight might be obtrusive to the user, 
and an infrared solution may solve the problem. Overall, par-
ticipants gave positive feedback on the FlexTag, especially 
on the point-and-control interaction scheme enabled by the 
directional data link between the user and the tag.

5 � Discussion

5.1 � Power consumption

Currently, we measure the power consumption of the tag 
using a Digital Multi-meter called DMM6500. The entire 
power consumption of the tag is around 18 mW. the tag can 
run on a standard 1740 mAh lithium-ion battery for over 
three months. We find the majority part of the energy is 
consumed in the PDLC driving circuits. By measurement, 
the power consumption of each PDLC pixel is around 3 mW 
(4 pixels have already consumed 12 mW). Even if this power 
consumption is much lower than a single common SMD 
LED or the OLED of the same size, we still need to lower 
this power consumption to sub-mW or μ W for longer bat-
tery life and even battery-free. We look up the datasheet of 
the driving comparators (TLV1805DBVR) and find that its 
typical quiescent current is around 135 μ A. However, our 
drive voltage for PDLC is high (18 V), which means only 
the quiescent power arrives at 2.43 mW. So, one way to 
lower power consumption is to lower the quiescent power 
of the PDLC driving circuits. Since it is hard to find another 
high-voltage ( 18 V) comparator with a lower quiescent cur-
rent in the market, one potential solution is to directly use 
BJT or MOSFET to drive the PDLC instead of high-voltage 
comparators to reduce inessential quiescent current.

In addition to optimization of the hardware design, we 
can also lower the average power consumption by introduc-
ing the power management strategy. For example, when the 

Table 3   User study results

Task index Task type Bit error rate (%) Time (s)

1 Downlink 0.0 4.87 ± 0.22
Uplink 0.3 6.07 ± 0.50

Task index Task type Identification success rate (%) Time (s)

2 Correct ID 96.7 5.88 ± 0.38
Wrong ID 100.0 5.88 ± 0.38

1 2 3 4 5 6 7

Mental Demand

Physical Demand

Temporal Demand

Performance

Effort

Frustration

Fig. 8   Result of the questionnaire
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tag does not receive any downlink request, the driving cir-
cuits can be shut down and the tag enters sleeping mode 
with extremely low power consumption. Only when the 
tag receives the wake-up signal in the downlink will the 
tag turn on the driving circuits to send uplink data. For the 
MCU model used in the current prototype (STM32F401), 
the power consumption can be reduced to as low as 20 μ W 
when all the unnecessary peripherals are shut down, which 
can enable the system to work for over 5 years on a standard 
500 mAh Lithium-ion battery. For a working scheme with 
a relatively balanced tradeoff between wake-up and sleep 
mode, the average power consumption stays at a level of 2 
mW, which translates to a working time of over 3 months 
on a standard Lithium-ion battery. Moreover, we can also 
add a solar panel and charging circuits to the tag to realize 
a carrier-powered design so that the tag can harvest energy 
from ambient light and further extend its battery life. One 
caveat is that because the energy conversion rate of solar 
panels is about 20%, and the maximum output power of a 
standard solar panel (G24I INDY4050) is hundreds of μ W, a 
specially designed energy storage network is needed to prop-
erly manage the harvested energy. Also, to reach a usable 
output voltage level, the light intensity on the panel surface 
should reach almost 1000 lux, which requires the reader 
beams to have a narrow FoV and are perfectly aligned with 
the FlexTag. The constant carrier lighting also increases the 
reader’s power consumption. These introduce more chal-
lenges including mechanical and optical engineering, in-
depth power management design, and skilled circuit layouts 
that are beyond the scope of this paper, and we leave this 
battery-free version in our future work.

5.2 � RetroFlex versus other marker systems

Barcode has been one of the mainstream markers for locali-
zation and several sensing-based collaboration tasks such as 
underwater exploration, AR-based mechanical repairing, and 
medical training, due to its low cost and easy deployment. 
RetroFlex does not aim at replacing barcodes. Instead, Ret-
roFlex provides a better choice in scenarios that need bet-
ter dynamic data sharing, a more focused operation region of 
interest, and the capability to instantly switch between multiple 
targets. For example, RetroFlex enables a diver to simulta-
neously control multiple underwater unmanned autonomous 
vehicles (UAV) by looking at them and sending separate com-
mands. Compared to scanning a barcode or selecting on a ter-
minal, RetroFlex provides a more fluent and intuitive target 
switching capability and thus increases the overall efficiency. 
Besides, the design with PDLC and retroreflective coating 
provide a less obtrusive visual feature, which can be easily 
merged into the curved surfaces of these UAVs rather than 
altering the inner components. Moreover, bounding with RF-
based wireless channels limits the potential of planar markers 

in target switching, and suffers from common RF issues such 
as spectrum scarcity and signal leakage. In scenarios such as 
opportunistic interaction with passing robots on an assembly 
line, establishing and maintaining robust wireless connections 
for each of them is non-trivial, which inevitably brings more 
overhead during the interaction, hence degraded efficiency 
and mental experience. With RetroFlex, however, the VLBC 
connection can be established locally between the tag and 
ViReader without connections to offer context-aware interac-
tion, at the cost of slightly increased hardware expense and 
power consumption.

RFID is another technology that shows its strength in bat-
tery-free passive communication. Analogous to RetroFlex, 
an RFID reader provides continuous wave (CW) signals to the 
tags, which are then used for powering the integrated circuit. 
Part of the CW signals is then backscattered to the reader to 
realize a battery-free bi-directional communication. Although 
it has been deployed in scenarios such as unmanned cargo 
sorting (Baygin et al. 2022) and vending machines (Ramzan 
et al. 2017), its applications in robotics are still constrained to 
positioning and localization (Magnago et al. 2019; Bernardini 
et al. 2020). The potential for interaction is underexplored due 
to the omnidirectional FoV of a reader. To reach a comparable 
working range and an energy-harvesting function, the power 
consumption can be as high as several watts on the reader side, 
which indicates sacrificing mobility for a power management 
system. This inevitably adds a burden to collaboration tasks 
that require the user to carry the reader for a long time, where 
lightweight hardware gadgets are preferred. However, We do 
believe that combining the LOS characteristic of VLBC to 
achieve fast target selection and large bandwidth of RFID will 
provide a powerful tool for future collaboration tasks.

5.3 � Boosting the data rate

Currently, the data rate of RetroFlex is 60 bps for uplink and 
60 bps for downlink, which needs to be further improved. For 
the downlink, the bottleneck lies in the smartphone flashlight. 
The flashlight in a smartphone is not originally designed for 
visible light communication. The light is not strong or focused 
enough, and the switching speed is low. Integrating an external 
lighting unit with a converged light beam and a high switching 
frequency could help to boost the downlink data rate. For the 
uplink, there are several reasons limiting the data rate. Accord-
ing to the Nyquist sampling theorem, the data rate for each 
PDLC pixel should be lower than half of the camera frame 
rate. So, one essential effort we need to try in the future is to 
deploy the camera with a higher frame rate (like 120 fps, or 
960 fps) in the future. The slow response time of PDLC mate-
rial is another limitation of the data rate. To push the limit, one 
way is to increase drive voltage. For example, increasing the 
driving voltage to around 60 V leads to a single-pixel data rate 
of 33.33 bps (Hu et al. 2020).
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6 � Related work

6.1 � Intuitive interfaces for human–robot 
collaboration

Intuitive user interfaces are the key enabler of high-efficient 
and seamless human–robot collaboration. The users are 
able to control the robot with high-level behaviors instead 
of being involved in the robot language (Villani et al. 2017), 
which simplifies the interaction with robots while minimiz-
ing the user’s errors and preserving situation awareness 
(Hancock et al. 2011; Keyes et al. 2010). Researchers have 
explored ways to use fiducial markers to deliver commands 
to a robot (Solvang et al. 2008), or plan the trajectory (Zhang 
et al. 2006) by a vision system. This method later develops 
to more advanced visual patterns such as laser light (Bonilla 
et al. 2012), 3D structured light (Hu et al. 2007), and pure 
robot appearance (Du and Zhang 2014). In recent years, the 
advances in augmented reality (AR) and virtual reality (VR) 
revolutionize traditional interfaces. Specifically, AR is used 
as a new programming scheme called robot programming 
using AR (RPAR) to replace traditional offline programming 
(Chong et al. 2009). This trend develops by combing with 
mobile devices such as tablets and smartphones to leverage 
the spatial context of the user to achieve fast and easy com-
manding and interaction tools (Mateo et al. 2014; Stadler 
et al. 2016), which significantly lowers the burden for easy 
and efficient human–robot collaboration to lay users.

RetroFlex preserves the advantages of the mobile 
device-based interface, namely easy and fluent control while 
refining the traditional localization-orientated rigid markers 
to be applied to versatile robots with irregular surfaces. The 
connection-free VLBC data link of RetroFlex also enables 
fast switching between multiple targets with a low mental 
workload for collaboration tasks.

6.2 � Flexible switchable light modulators

Flexible switchable light modulators are flexible materials 
able to change the pass-through light intensity (Nathan et al. 
2012), which includes three major categories: electrochro-
mic (EC) (Lampert 1998; Granqvist et al. 2003), suspended 
particle (SPD) (Lampert 1998; Vergaz et al. 2007), and poly-
mer dispersed liquid crystal (PDLC) (Lampert 1998; Doane 
et al. 1988). EC devices change their light absorption rate 
(Lampert 1998) at the cost of response time (several min-
utes), which entails a low data rate and is not favorable to 
our system. SPDs (Vergaz et al. 2007) change the orientation 
of rod-shaped particles to change the light transmittance but 
has limited durability and stability. PDLCs change the inten-
sity of the light by applying an electric field to rotate liquid 
crystal droplets, which incurs an ms-level response time fast 
enough for communication. Existing studies on PDLC focus 

on its display function (Doane et al. 1988; Ahmad et al. 
2018) while merely focusing on its communication ability. 
NLC (Hu et al. 2020) takes the lead to build a PDLC-based 
communication system, where PDLC films are integrated 
into the smart windows and embedded data into the natural 
light passing through. (Lai et al. 2019) presents a 3D-printed 
corner cube retro-reflector that is tunable through PDLC. 
This 3D-printed corner cube can reflect the incident light 
and the PDLC film can modulate the reflected light. How-
ever, they focus on smart building applications, and neither 
of their PDLC-based systems is flexible.

To the best of our knowledge, RetroFlex is the first sys-
tem to demonstrate the feasibility of applying flexible PDLC 
material with retro-reflective communication ability for 
human–robot collaboration scenarios with high efficiency.

6.3 � Visible light backscatter communication

Visible Light Backscatter Communication (VLBC) has 
been recently proposed as an emerging solution for IoT 
connectivity that saves 100x energy over active VLC and 
provides an inherent advantage in security and interference 
management compared to RF-based technology (Gummadi 
et al. 2007; Yang 2013; Punnoose et al. 2001). RetroVLC 
(Li et al. 2015) took the initiative in this field by employ-
ing the on-off keying (OOK) modulation on a single pair 
of a retroreflector and an LCD shutter. This technique was 
further extended by using multiple small LCD shutters to 
generate multi-level signals for PAM modulation schemes 
against channel capacity limitation (Shao et al. 2016). Pas-
siveVLC (Xu et al. 2017) pushed the limit of symbol length 
with coding co-design to improve a 4× rate over OOK. Ret-
roI2V (Wang et al. 2020) integrates optical tags into road 
signs and other infrastructure to offer parallel data links for 
vehicle-infrastructure collaboration at a distance up to 101 
m. RetroTurbo (Wu et al. 2020) boosts the data rate of VLBC 
to a new level of 32 kbps by coordinating the state of liquid 
crystal modulators in both time and polarization domains.

RetroFlex adapts and refines the traditional VLBC model 
to serve human–robot collaboration scenarios. Compared to 
traditional VLBC design, RetroFlex features a PDLC-based 
flexible tag that can be integrated with irregular surfaces of 
robots to readily offer an instant and high-efficient inter-
action experience, which can significantly boost tasks that 
require frequent target switching commonly seen in collabo-
ration scenarios.

7 � Conclusion

In this paper, we proposed RetroFlex, the first flex-
ible retroreflective communication system for intuitive 
human–robot collaboration, which can be integrated with 
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irregular surfaces of robots to readily offer a fluent and 
seamless interaction experience. The optical data link of 
RetroFlex leverages the spatial context of the user to pro-
vide an instant target selection function. A system evaluation 
experiment showed that RetroFlex could support reliable 
communication at a distance up to 2.5 m with a data rate of 
60 bps and a view angle up to 70◦ . We also evaluated the 
usability and real-world experience of the system with two 
user studies representing common collaboration tasks such 
as multi-target directional interaction and gesture-based con-
trol. We further discussed the current limitations and future 
improvements for our system. We envision RetroFlex would 
provide a powerful alternative interaction scheme for intui-
tive and efficient human–robot collaboration in the future.
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